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Density Estimators

• Density estimators try to approximate the continuous distribution 
function of a sample as close as possible. They are computationally 
far more intensive than histograms

• In that respect they are far superior to histograms, but fail to 
identify gaps and accumulations as (interactive) histograms can do

• The idea of a kernel
density estimator is
to sum up the contri-
bution of each single
point to the overall
distribution

• The interactive con-
trol of the band-
width is crucial

40

38 Interactive Graphics for Data Analysis

actual observation xi using a scaled kernel function k(x) at point xi. For

a given x the resulting density estimate can then be summed up over all

contributions kxi(x) each centered around the n xi’s, yielding

f̂(x) =
1
cn

n�

i=1

k

�
x− xi

c

�
for k(x) = k(−x). (2.1)

For all kernel functions k
� ∞

−∞
k(x)dx = 1,

� ∞

−∞
k2(x)dx <∞,

����
k(x)
x

����→ 0 for |x|→∞ . (2.2)

Figure 2.12 illustrates how a kernel density estimate is assembled

from n kernel functions for the xi using a normal density as kernel. The

n = 244 cases of the variable Tip in USD with their corresponding kernels

k(xi) are plotted in blue. Summing these functions up for each x gives the

resulting density estimate plotted in purple. Note that the functions of

the blue and the purple curves are drawn on a different scale such that

the kernel functions are visible. Various kernels can be used such as

rectangular, triangular or normal.

It can be shown that ASHs converge for k →∞ toward a kernel density

estimate with a triangular kernel (see Venables and Ripley, 1999).

Figure 2.13 shows the three histograms from Figure 2.10. Each his-

togram has a kernel density estimate superposed which uses a bandwidth

c equal to the bin width of the underlying histogram. The leftmost es-

timate is clearly oversmoothed and cannot capture the structure of the

variable, whereas the rightmost estimate looks quite rough and is thus
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FIGURE 2.12
Illustration of how a kernel density is assembled out of the n contributing

points xi.
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Densities in Histograms and Spinograms

• We can benefit from both plots at a time, when we superpose 
densities onto histograms.
• Control of the bin width (histogram) and

bandwidth (kernel density estimator) should
go in line.
• Switching to a spinogram, we get a con-

tinuous approximation of the conditional
density
• But, we need to keep in mind that the x-axis

is still non-linear and thus harder to interpret
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CD-Plot

• The CD-plot (Conditional Distribution plot) overcomes the 
problem of the non-linear x-axis.

• For any point on the x-axis, it shows the proportion highlighted, 
i.e., the conditional distribution of this selected subset

• Thus, it can be plotted along with the standard histogram

• Although the linear x-axis is
easier to interpret, it also has
a risk

• Whereas intervals with fewer
points and thus higher variance
are squished together in a 
spinogram, we need to keep 
the variance of the CD-plot
estimate in mind
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Transforming Data: Continuous Data

• Many statistical procedures assume nor-
mality or at least work better if data are 
not too far from being gaussian

• Transformations can help, but are also 
questionable as long as we cannot give a 
content related justification

• Sometimes we only need to remove or 
explain outliers
to make a
distribution
“normal”
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Log Transformation Box-Cox Transformation (lambda=0.15) Outlier removed

~

Normal Q-Q Plot

xBC(λ, α) =






(x + α)λ − 1
λ

for λ �= 0

ln(x + α) for λ = 0

is the most common transformation for continuous variables and general-
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Transforming Data: Categorical Data

• Transformations are not restricted to continuous data and can be 
necessary for categorical data as well

• With very large datasets we often have the problem of having a lot 
of very small categories, which can be joined to one group

• In other cases it might be sensible to join or split categories in 
order to reflect their influence on other
variables more properly
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Weighted Data/Plots: Simple

• Especially with categorical 
data it is usually much more 
efficient to store data only in 
aggregated form

• Statistical graphic tools should 
be able to handle such data

• If data is of different 
importance this can be 
expressed by sample weights 
– no matter if the data is 
continuous or categorical

• For area based plots the gen-
eralization for weighted data is 
usually straight forward
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Class Age Gender Survived

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

…

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

First Adult Male Yes

Class Age Gender Survived Count

First Adult Female No 4

First Adult Female Yes 140

First Adult Male No 118

First Adult Male Yes 57

First Child Female Yes 1

First Child Female No 0

…
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Weighted Plots: Advanced

• Example: Florida Election (Case Study I)
We look at the percentage votes for G.W. Bush in the 65 counties in 
Florida. In the left plot, each county gets the same weight, i.e., we 
look at the distribution of counties, in the right plot, each county is 
weighted by it number of voters, we look at the distribution of voters

• Interpretation:
Bush’s support was stronger in the less populated counties since 
high percentages are downweighted and low percentages are 
upweighted
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